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Abstract

This paper analyzes two distinct approaches for estimating aggregated average treatment ef-
fects in boundary discontinuity designs: the widely-used pre-aggregation approach, and a novel
post-aggregation approach. The pre-aggregation approach bundles all units near a treatment
assignment boundary first, and then estimates a single, aggregated local average treatment
effect. While commonly used in empirical work, its formal statistical properties remain under-
explored. In contrast, the post-aggregation approach first estimates heterogeneous treatment
effects along the assignment boundary, and then aggregates them, offering flexibility in weight-
ing and robustness to boundary irregularities. We provide a precise definition of the aggregated
causal parameters identified by each approach, and establish valid large-sample estimation and
inference methods based on them. The theoretical results elucidate the relative merits of each
aggregation approach, providing practical guidance for past and future applications of boundary
discontinuity designs. General-purpose companion software is provided, and illustrated using

an empirical application.
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1 Introduction

Boundary discontinuity designs are used to estimate average treatment effects for units located near
a boundary inducing a discontinuous change in treatment assignment. Early influential examples
include Card and Krueger [1994], Black [1999], and Dell [2010]; see also Jardim et al. [2024] for a
recent application and more references. Keele and Titiunik [2016] give an introduction to causal
identification, estimation, and inference methods based on geography. This research design, some-
times called a Multi-dimensional or Geographic Regression Discontinuity (RD), is a generalization
of the canonical RD design [Cattaneo and Titiunik, 2022].

A common approach in the literature is to first bundle all units that are near to the assignment
boundary, according to some location metric, and then conduct the empirical analysis using a
“local randomization” framework to estimate an aggregated, local to the boundary, average RD
treatment effect. We call this popular empirical method the pre-aggregation approach because all
units “close” to the boundary are pooled together first, and then a single average RD treatment
effect is estimated. An alternative approach for causal treatment effect aggregation is to estimate
the average treatment effect curve along the boundary first, which captures a collection of local RD
heterogeneous treatment effects at each point on the assignment boundary, and bundle them after
to recover an aggregated, local to the boundary, average treatment effect. We call this alternative
empirical method the post-aggregation approach.

The pre-aggregation approach is widely used empirical work, but its formal statistical properties
have not been unexplored before. The post-aggregation approach is new to the literature, thereby
providing an alternative method for causal treatment effect aggregation in empirical work. This pa-
per studies identification, estimation, and inference for both pre-aggregation and post-aggregation
approaches to estimate the local (to the boundary) average treatment effect in boundary discon-
tinuity designs. Our results describe precisely the relative merits of each approach, and thus help
inform past and future applications.

The pre-aggregation approach does not require specific location information because aggregation
is done directly for all units located within a local region covering the assignment boundary. As
a result, approximation of the aggregated, local to the boundary, RD average treatment effect is

the main and only goal, which is achieved by assuming that the covering region shrinks towards



the assignment boundary as the sample size increases. Heuristically, localization is achieve along
level sets expanding the assignment boundary. The most common implementation is a simple
difference-in-means estimator. If, in addition, location or distance-to-the-boundary information is
available, then the estimator may include regression adjustments to account for location-fixed-effects
or polynomial expansions based on distance. Our main results give a precise definition of the causal
parameter uncovered by the pre-aggregation approach, and provide estimation and inference results.
We also highlight potential issues related to the lack of smoothness of the assignment boundary.

The post-aggregation approach requires specific location information for each unit, and builds
on the identification, estimation, and inference results for the average treatment effect curve along
the boundary recently established by Cattaneo et al. [2025a]. It has several advantages for em-
pirical practice. First, it builds off an explicit heterogeneity treatment effect analysis, thereby
complementing and progressively expanding those causal findings. Second, it allows for different
weighting schemes for aggregation, giving the researcher more options for causal estimation and in-
ference. Third, it is robust to issues related to non-smooth or otherwise “too” complex assignment
boundaries, which can affect the performance of the pre-aggregation approach. Fourth, due to its
robustness and simplicity, optimal bandwidth selection and robust bias correction can be developed
and implemented.

Our theoretical results build on precise concepts from geometric measure theory [Federer, 2014],
which allow us to provide both high-level and primitive conditions on the geometry of the as-
signment boundary and the data generating process. For each estimator approach, we establish a
mean square error (MSE) approximation and an asymptotic Gaussian distributional approximation.
We employ these results to deduce consistency, convergence rates, and uncertainty quantification
methods. These results elucidate the relative merits of each aggregation approach, providing prac-
tical guidance for past and future applications of boundary discontinuity designs. We also provide
general-purpose companion software, and illustrate the feasibility of our methods by revising the
empirical application of Londono-Vélez et al. [2020].

This work contributes to a burgeoning methodological literature on causal treatment effect ag-
gregation in boundary discontinuity and multi-dimensional RD designs, including in particular
the popular geographic RD design. Previous work has largely focused on identification in spe-

cific settings [Papay et al., 2011, Reardon and Robinson, 2012, Keele and Titiunik, 2015], or on



methodology for geographic RD designs [Keele et al., 2015, 2017, Galiani et al., 2017, Diaz and
Zubizarreta, 2023]. Most recently, Cattaneo et al. [2025a] provided foundational work on iden-
tification, estimation, and inference for the average treatment effect curve along the assignment
boundary, which our post-aggregation approach builds upon and extends. This paper is the first
to formally study identification, estimation and inference methods for treatment effect aggregation
in boundary discontinuity designs.

The remainder of the paper is organized as follows. Section 2 presents the setup. Section 3
presents results for the pre-aggregation approach, while Section 4 discusses the post-aggregation
approach. Section 5 reports the empirical application. Finally, Section 6 concludes. The supple-

mental appendix reports more general theoretical results, proofs, and other technical results.

2 Setup

Let (Y;(0),Y;(1),X)T, 4 = 1,2,...,n, be a random sample with ¥;(0) and Y;(1) denoting the
potential outcomes for unit ¢ under control and treatment assignment, respectively, and X; =
(X1, X2i)T being a continuous score supported on & C R2. Let ¥ = oy U &, with &y and o,
be the control and treatment disjoint (connected) regions, respectively, and 9% = bd(y) N bd(1)
be the assignment boundary, where bd(g/;) denotes the boundary of the set of;. Without loss
of generality, we assume the known one-dimensional boundary curve 9 belongs to the treatment
assignment area, that is, bd(ef1) C o1 and B N gy = (. Units are assigned the control group
if & € oy, or otherwise to the treatment group if £ € &/;. Thus, the observed data is (Y;,T;),

i=1,...,n, where

Y; =TYi(0) + (1 -T)Yi(1),  Ti=1Xi € ),

with 1(-) denoting the indicator function. The score variable X; for each unit, or certain trans-
formation thereof such as a scalar distance measure to the boundary, may or may not be directly
observed depending on the setting considered. We discuss these different cases below.

We impose throughout the paper the following basic regularity conditions on the data generating

process.



Assumption 1 (Data Generating Process). Let t € {0,1}, p >0, and v > 2.

1) (Yi(#),X1)T, ..., (Ya(t),X,)" are independent and identically distributed random vectors.
(ii) The distribution of X; has a Lebesgue density f(x) that is continuous and bounded away from
zero on its support compact support I .
(ill) e (x) = E[Y;(t)|X; = x] is (p + 1)-times continuously differentiable on .
(iv) o7 (x) = V]Y;(t)|X; = x] is bounded away from zero and continuous on I .

(v) supxeg E[[Yi(t)**|X; = x] < 0.

These conditions are all standard in the literature. The average treatment effect curve along the

boundary is

7(x) =E[Y;(1) - Yi(0)[X; =x], x¢€ B

This functional parameter captures the possibly heterogeneous, average RD treatment effect at
each point on the assignment boundary. See Cattaneo et al. [2025a] for a foundational analysis on
identification, estimation, and inference for 7(x). While this functional parameter is certainly of
practical interest, researchers often would like to also report a single causal treatment effect via some
aggregation along (a region of) the assignment boundary . In many applications, most notably in
geographic RD designs, the assignment boundary may exhibit kinks or other irregularities, which
can make the aggregation process empirically and technically challenging.

Because the domain of aggregation % forms a possibly irregular one-dimensional manifold in R?,
we need to introduce some concepts from geometric measure theory to define formally the class of
parameters interest studied in this paper. The upcoming definitions will be essential in proving
our main theoretical results: see the supplemental appendix for details, and Federer [2014] for a

classical background reference.

2.1 Integration over 1-dimensional Manifolds

Integrating functions over one-dimensional manifolds in the plane extends the familiar concept of
integration from intervals to curves. This extension is crucial in various fields, from physics (e.g.,

calculating work done by a force along a path) to engineering (e.g., fluid flow over a surface). In



our context, we seek to formally define expressions such as

/ 7(b)w(b) db,
B

where w : & — R is a known weighting function. When the boundary & is “nice” enough, the

above integral can be understood as a line integral. While a one-dimensional manifold on the plane

can be intuitively thought of as a smooth curve, to establish a rigorous framework for such integrals

for more general one-dimensional domains &, we need to consider curves that might not be smooth

everywhere, or easily parameterized by differentiable functions. We thus need to delve into the

concepts of the Hausdorff measure and rectifiable sets.

(i)

Hausdorff Measure. The foundation for measuring the “length” of a general one-dimensional
curve in the plane is the 1-dimensional Hausdorff measure, denoted by $'. Unlike the
Lebesgue measure, which is primarily designed for integer dimensions, the Hausdorff mea-
sure can be defined for any non-negative real dimension. For a set £ C R? and § > 0, we
define the d-cover $3(E) as the infimum of sums Y :;°, diam(A;) over all countable covers
{4;} of E such that diam(A4;) < 0. The 1-dimensional Hausdorff measure is then given by
91(E) = limg_yo+ H3(E).

Rectifiable Set. A subset E of R? is said to be 1-rectifiable if it is of Hausdorff dimension
1 and, roughly speaking, F can be covered, up to a set of 1-dimensional Hausdorff measure
zero, by a countable union of images of Lipschitz functions from subsets of R. More precisely,
a Borel set E C R is l-rectifiable if §!(E) < oo and there exist a countable collection of
Lipschitz maps g; : R — R such that £ C |J;2, gi(R). Heuristically, this means that the

curve can be “approximated” by pieces that are images of Lipschitz functions from intervals.

The definition of rectifiable curve is more general than that of a continuously differentiable curve

and, crucially, it allows for curves with “corners” or points where a tangent might not exist in the

classical sense, yet still possess a well-defined length. For a smooth curve, this definition precisely

yields its arc length. For rectifiable curves, the 1-dimensional Hausdorff measure also corresponds

to the intuitive notion of length, even when classical arc length formulas relying on differentiability

might fail. The key property of rectifiable sets is that they admit an “approximate tangent space”



almost everywhere, which is essential for defining the integration process.

For a measurable function ¢ : R> — R and a l-rectifiable set & C R2, the integral of g over @
is defined as f9 gdH', where the integral is formally defined using standard measure theory. For
sufficiently “nice” functions (e.g., continuous functions with compact support), this integral can be
further understood using parameterizations and the Area Formula. Since 9 is a 1-rectifiable set,
it can be (almost entirely) represented as the disjoint union of the images of a countable collection

of Lipschitz maps ¢; : I; — R?, where I 7 € R are intervals. Then,
[ ant =3 [ glos)ns;wia, 1)
2 =

where J1¢;(u) is the 1-dimensional Jacobian of the Lipschitz map ¢; at the point u; the Jacobian
is defined for m-almost every u € I;, where m denotes the Lebesgue measure on R. In particular, if
¢;(u) = (¢j1(u), ¢j2(u)) " is differentiable, then the 1-dimensional Jacobian is simply the magnitude
of the derivative vector: J1¢;(u) = || L (¢;1(u), ¢j2(w) || = \/(%%1(“))2 + (g j2(w))?, where |-

denotes the Euclidean norm.

The integral (1) is a natural generalization of the standard line integral, where d$! serves as
the rigorous “length element,” enabling a robust framework for integration over complex one-
dimensional domains in the plane. More precisely, if & is a smooth curve parameterized by ~ :

[a,b] — R?, then we can set ¢y =y and I; = [a,b], and ¢; = 0 for all j > 2, to obtain

[ oint = [ o] Frwan

because the 1-dimensional Jacobian Ji¢;(u) = H%’y(u)” is precisely the speed of the parameteri-

zation. For notational simplicity, and whenever there is no confusion, we write

/gg(u)du:/@gdﬁl,

with the understanding that the left-hand-side integral is just notation for the rigorously defined

right-hand-side integral.



2.2 Aggregated Causal Treatment Effects

We consider identification, estimation, and inference for a class of parameters of interest that aggre-
gates the heterogeneous treatment effects, (7(b) : b € %), along the often non-smooth assignment
boundary 9. Assuming that & is (at least) rectifiable, and for w : & + R a known function, the
aggregated boundary treatment effect is

o f@T(b)w(b)db
v Jgw(b)db

which defines a class of treatment effects indexed by the choice of weights.
The definition of 7,, depends on the geometry of the assignment boundary %, and the choice of

weights w. For example, if % is a smooth curve parameterized by 7 : [a,b] — R?, then

ey Q@)@ Fy () du
YT eO@) )l

In particular, if & is a straight line with @ = {a+ sb:0 < s < L}. Then

f[o,L] 7(a+ sb)w(a + sb)ds
N f[O’L] w(a+ sb)ds

Tw

3 Pre-Aggregation Approach

A common empirical approach to estimate an aggregated boundary treatment effect is to first
pool all observations with score within a small region covering the assignment boundary %, and
then estimate the “local” average treatment effect using only those observations. This localization
approach does not employ X; directly, but rather only information about whether observations are
“close” to some point on the boundary.

To formalize the pre-aggregation approach, let h > 0 be the bandwidth controlling the width of

the region Z(h) covering the assignment boundary 9. Then, the tubular localization region is

R(h) = Ro(h)U Z1(h),  Ru(h) = {x € dy: inf d(b,x) < h},



for t € {0,1}. The pre-aggregation boundary average treatment effect estimator is
7/—\pre = %\pre,l - ?pre,Oa (2)

where

P et = Nl(h) g UK € Z(W)Yi  Ni(h) = S AKX, € (k)

for t € {0,1}.

The (signed) induced “distance” to the closest point on the boundary for each unit is
D; = (2T; — 1)d(X;, B), d(x,%B) = gnggd(x,b),
€

where  : R x R — R denotes a distance metric on R. Thus, for each unit, |D;| is the random
distance to the closest point on the boundary for each unit distance, and T; = 1(D; > 0). It follows
that the estimator Ty is a “localized” difference-in-means estimator, which does not explicitly
requires information about the score X; or the induced random signed distance D;: it only employs
information about whether each unit is “close” enough to the boundary, that is, it only leverages
location information through the indicator variables T;, 1(X; € Zy(h)) = L(—h < D; < 0) and
1(X; € #1(h)) =1(0 < D; < h), for each unit i = 1,2,--- ,n.

Interestingly, the estimator 7y, can be thought of employing a local constant regression approx-
imation based on the “level sets” in the tubular &, as moving away from the assignment boundary
3. This interpretation is equivalent to a one-dimensional RD estimator based on the univariate
random signed distance score D;, and with cutoff ¢ = 0. Thus, if information on Dy,...,D, is
also available, then a local polynomial debiasing approach could be used, as the following remark

explains.

Remark 1 (Local Polynomial Generalization). The pre-aggregation estimator Ty is expected to
exhibit a smoothing bias of order h, since it implicitly employs a local-constant regression approx-
imation based on the score variable D; = infhcg (b, X;) for its construction. More precisely, if

the random variables D;, ¢ = 1,2,...,n are observed, then the local polynomial pre-aggregation



estimators for control and treatment groups are, for ¢ € {0,1},

~ ~ 2
Toret = €1 &, St = arg mlnz —rp(D; )Tg) kn(Di)L(T; = t),
gERPTL T
where e; is the conformable first unit vector, r,(u) = (1,u,u?,--- ,uP)T is the usual univariate

polynomial basis, and kj(u) = k(u/h)/h with k(-) a univariate kernel function. It follows that
setting p = 0 and k(u) = 1(Ju| < 1) gives back the pre-aggregation estimator studied in (2). Under
regularity conditions, it is reasonable to expect that the local polynomial pre-aggregation estimator
Tpre = e]—gl — e]—go could exhibit an improved bias of order ”?T!. However, this requires additional,
specific restrictions on the geometry of A, the choice of distance function <(-), and the smoothness
of the underlying induced conditional expectations. See Cattaneo et al. [2025a] for more discussion
of distance-based methods. Since the local polynomial estimation approach is not common in the

literature, we relegate its analysis to the supplemental appendix (Section SA-3.5). _

3.1 Regularity Conditions

Our analysis of the pre-aggregation treatment effect estimator 7, in (2) proceeds under the fol-

lowing assumption.
Assumption 2 (Pre-Aggregation Approach). Let || - || be the Fuclidean norm, and t € {0,1}.

(i) There exists positive constants Cy, and Cy such that Cj ||x; — xa|| < &(x1,%x2) < O, ||x1 — X2
for all x1,x0 € .
(ii) Jid(-, B) # 0 m-almost everywhere on X, and [, |J1£((7::)@|dx < 0.
(iii) limeyo F'(s) = F(0) is finite, where F(s fd . B)=s Jld((x$ dH(x) for all s > 0.
(iv) r—= 0,(r) =E[Y;|D; =r,T; =t] = E| i(t)\d(Xi,%) = |r|] is continuous at 0.

Part (i) in Assumption 2 restricts the underlying distance function to be equivalent to the Eu-
clidean distance, while Parts (ii)—(iv) concern the geometry of the assignment boundary A, as
well as the smoothness of f and the induced regression functions, as they all interact with specific
distance function used. These restrictions are high-level, and difficult to verify in general; see Sec-
tion 2.1 for notation and definitions. If & enjoys more regularity (e.g., assuming % is piecewise

parametrization by a Lipchitz function), then parts (ii)—(iv) in Assumption 2 may be verified under



primitive regularity conditions. See the supplemental appendix for more details; in particular, Sec-
tion SA-3.5 verifies conditions (ii)—(iv) for the special case when & is piecewise linear (with finite

many pieces).

3.2 MSE Approximation

The pre-aggregation estimator Tpre = Tpre,1 — Tpre,0 il (2) admits the usual best linear decomposition

from least squares algebra. For t € {0, 1},

- Jo 1(b) f(b) db
Tpre,t — Hf, :%n, +Ln, +Qn,a Mt = »
pre,t 1.t ¢ t t f.t fgg 7(b)db

where

E[1(X; € %#(h))Yi]

sBn,t = 9:(0) — Hfts 0:(0) = ]E[]]-(Xz c %t(h))] )
1 1 « .
Ly:= E[L(X; € %:(h))] n ;]]-(Xz € %i(h))(Y: — 6;(0)),

1 n

1< "
o= (g caman ~ M) 21X € ()Y~ 05(0))

The supplemental appendix studies the generalized version of this decomposition based on the
estimator discussed in Remark 1. Employing the notation and definitions in Section 2.1, and
leveraging the technical results in the supplemental appendix, we show that

o1
i LK, € ()] = /Q f(b)db,

and

lim LB, € ,()Yi] = /@ j12(b)  (b)db,

for t € {0,1}, under Assumptions 1 and 2. Therefore, the non-random term ‘B, ; captures the
“smoothing bias” of the estimator Te ¢, which is difficult to characterized precisely in our current
general setting. The term L, ; is a mean-zero average of independent random variables, and admits

a Gaussian distributional approximation, thereby capturing the leading variability of the estimator.

10



Finally, because L, ; = Op(ﬁ) and Q¢ = OP(%), it follows that the term @, ; is negligible as
nh — oo.

Putting all together, we obtain our first result. Let
MSE[?pre] =E[(B, + Ln)z]v

be the approximate mean square error based on the decomposition (3), where B,, = B, 1 — B0,
L, = L,1 — Lpo. The higher-order term @, = @,1 — @0 has been explicitly ignored because
it is asymptotically negligible under our assumptions, that is, MSE[T;re| can be interpreted as the

result of a Nagar-type expansion.

Theorem 1 (Pre-Aggregation: Convergence Rate and MSE Approximation). Suppose Assump-
tions 1 and 2 hold. If nh — oo and h — 0, then Q,, = Op(n—lh), and

1

MSE[7,.0] = B2 + —
[TP] n+nh

q}pre

where Vpre = Vpre,1 + Vpre,o with

hE[L(X; € Ri(h))(Yi — 67(0))%

pif re,t —
pre;t (E[L(X; € Z:(h))])?
Jaa 1) ez N\ 2 f(b)
: db
_ fgg i ( b)Jldéb)%)db f‘% ('ut (b) - I %du ) J1d(b, %) to1)
(fgg Jld((b)(%) db) (fgg Jld((b)ga) db)
fort € {0,1}.

This theorem establishes the convergence rates for each component in the decomposition of the

pre-aggregation estimator. Since B,, = o(1), it follows that 7y is consistent for 7;, where

- _ Jy7(b)f(b)db
TF =1 — Hfo = %fggf(b)db .

Unfortunately, characterizing the convergence rate of B, and hence of T, is difficult at the
current level of generality. Under additional regularity conditions on & and the data generating

process, it is natural to expect that |B,| = O(h), but see Cattaneo et al. [2025a] more discussion

11



regarding possible challenges in establishing such a result. The asymptotic variance decomposes in
the usual two terms: (i) variability for the correctly specified fit, and (ii) misspecification error. If
pt(b) = p for all b € %, then the second term in the limit expression for Uy, is equal to zero.

3.3 Asymptotic Distribution and Inference

To conduct statistical inference we establish a central limit theorem for the usual t-statistic based

on the pre-aggregation approach. Define

where

92 _ 1 - . = )2
ﬁpre - Nt(h)(Nt(h) — 1) ZZ;]]'(XZ € ‘%t(h))(Y; pre)

is the “localized” sample variance estimator. Let ~~» denote weak convergence as n — oo, and let

N(0,1) be the standard Gaussian distribution.

Theorem 2 (Pre-Aggregation: Asymptotic Distribution). Suppose Assumptions 1 and 2 hold. If

nh — oo and nhB2 — 0, then Tpre ~» N(0,1).

Theorem 2 gives large-sample validity of the usual confidence intervals for 7¢. For a € (0, 1), it

follows that lim, . P17y € Tpre(a)] =1 — «, where

Ipre(a) = [?pre - Co/‘?pre ’ ?pre + coﬂ9pre]
is the standard (1 — a) confidence interval, with ¢, = ® (1 — a/2) and ®(u) = P[N(0,1) < u].
Paralleling the discussion in Remark 1, our results justify estimation and inference based on the
pre-aggregation approach, provided the small bias condition nh®%2 — 0 holds. In particular, this
approach can readily be implement using standard least squares regression:

[ Epre ] - argminZ (Y; —(¢— TiT)Q]I(Xi € #(h)),
Tpre ¢TeR? T

12



where recall that 1(X; € %#(h)) = 1(|D;| < h). Feasible inference for 7, follows directly from

standard least squares software, and is justified in large samples by Theorem 2.

4 Post-Aggregation Approach

This approach begins with a heterogeneous treatment effect estimator along the boundary, and
then aggregates it to obtain a single boundary average treatment effect. Specifically, we consider
the location-based local polynomial estimator proposed by Cattaneo et al. [2025a] for the treatment

effect curve estimator of 7(x):
~N TR T3
T(x) = e; B1(x) — e By(x), x € %,

where, for t € {0,1},

n
= . 2
Bi(x) = argmin Y (Vi — Rp(X; —x) " B) Ky (X; — x)L(X; € o),
BERPPHL
with p, = (2+p)(1 +p)/2 — 1, Ry(u) = (1,u1, u2, u?,u3, uyug, - ,uf,ub) " denotes the pth order
polynomial expansion of the bivariate vector u = (uy,us)', Kp(u) = K(u1/h,us/h)/h? for a
bivariate kernel function K(-) and a bandwidth parameter h.

We impose the following conditions on the kernel function and assignment boundary.
Assumption 3 (Kernel Function). Let t € {0,1}.

(i) K :R? —[0,00) is compact supported and Lipschitz continuous, or K(u) = 1(u € [-1,1]?).

(ii) lim infhiO infxeg,g fdt Kh (ll — x)du 2 1.

Part (i) in Assumption 3 imposes minimal regularity on the kernel function, and aligns with
prior literature. Part (ii) in Assumption 3 ensures sufficient data availability for each point x € A
in large samples, thereby making 7(x) well-defined. This is because E[K}(X; — x)1(X; € ;)] 2
f o, Kn(u — x)du under Assumption 1(ii). The second part of the assumption rules out exotic

boundaries, but is otherwise a minimal regularity condition on 4.

13



For a weighting scheme w : & +— R, the post-aggregation boundary treatment effect estimator is

b) db
Tw = fgg )
fgs b

where, without loss of generality, we assume f 2 w(b) db = 1 to save notation.

4.1 MSE Expansion

To establish a valid MSE expansion, we need to introduce some notation. First, the leading

pointwise conditional bias of the post-aggregation estimator 7(x) is Bx = Bj x — Box, where
Ta-1 ,u )1 - X; —x\ /X; —x\k
Bix=elT, t Ezrp( - )( - ) Kn(X; — x)1(X; € o),
|k|=p+1 =1

using standard multi-index notation, and

n

~ 1 X; — X; —
Tex = ﬁzrp( h =) h =) Kn(Xi = %)1(X; € ),
i=1

for t € {0,1} and x € %. The pointwise conditional covariance of the post-aggregation estimator

T(x) is

-1 < ~—1

_ _ _ _ 1
Vxl,xz - Vb,xl,xg + ‘/i,xl,xga ‘/t,xl,xg - h Ft X1 zt ,X1,X2 Ft x2

with

- h2 - -X X;—x
St = = rp( e (5 2) K (X — x1) K (X; — x2)2i(x1)2i (x2)L(X; € of,)
i=1

and g;(x) =Y; — L(X; € 9p)po(x) — L(X; € o1)u1(x), for t € {0,1}, for t € {0,1} and x1,x2 € AB.

The following theorem gives the MSE expansion.

n2+v h?

Theorem 3 (Post-Aggregation: MSE Expansion). Suppose Assumptions 1 and 3 hold. If fog(T/h) —

oo and h — 0, then

_ 1 - 1
E Au) — Tw 2 X = h2p+2B2 o h2p+2 el
(P — 70)?[X] b+ — Vi +op (W02 4 —)

14



where
By :/ Bt7bw(b)db = Op(1), Vg = / / Vbl’wa(bl)w(bg)dbldbg = Op(1),
B B JRB

and 1/Vg = Op(1).

This theorem shows that the post-aggregation estimator is consistent for 7, with the one-

dimensional convergence rate
N 1
P — Tw| = o]p(h%? + 7>.
nh

Furthermore, the MSE-optimal bandwidth selector is

Va 1y 1/(2p+3)
hg = (——2 =~
* <(2p+2)Bé;n>

)

provided that Bg # 0 with probability approaching one.

For implementation, it is easy to construct plug-in estimators of Bg and Vg using a preliminary
bandwidth, and after replacing unknown quantities with estimates thereof. More precisely, for
Bg, the unknowns (,ugk) (x) : k| = p+ 1) can be estimated using a higher-order local polynomial

estimator, while for Vi, the unknown quantities 207,(17,(2 and 217,(17,(2 are replaced with

= h2 " Xz — X1 Xz — X9 T ~ ~
2,57)(17,(2 = ; er( h )I'p( h ) Kh(XZ‘ — Xl)Kh(Xi — Xg)si(X1)€i(X2)]].(Xi € .Sth)
=1

and §;(x) = V; — 1(X; € oo)Rp(Xi —x) T By(x) — 1(X; € 1) Ry(X; —x)T B, (x), for t € {0,1} and

X,X1,X2 € AB.

4.2 Asymptotic Distribution and Inference

We study the usual t-test based on the post-aggregation estimator 7,,. That is, we consider the

feasible statistic

L= V@Z/ /(‘70,1)1,102+‘71,b1,b2)w(b1)w(b2)db1db2,
2 Ja

15



where

~ ~—1 ~ ~—1

T
V;f,bhbz = Eel 1-‘t,b1 2?571)17b21-‘t,bgel

for t € {0,1} and by, by € A.

The following theorem shows that T has a standard Gaussian asymptotic distribution.

Theorem 4 (Post-Aggregation: Asymptotic Distribution). Suppose Assumptions 1 and 3 hold. If

w75 2 T
10;71/2) s 00 and nh2Pt3 s 0, then T ~» N(0,1).

Provided that the bias condition nh??*3 — 0 holds, it follows from Theorem 4 that the confidence

interval estimator

< _ 1~ 1 B
Ipos(cv) = [Tw — Ca ﬁv'% » Tw + Ca\/nhiv,%], =2 (1 -0a/2),

satisfies

lim Plry GTpos(a)] =1-aq,

n—0o0

for any o € (0,1). As it is well-known in the nonparametric smoothing literature, the bias condition
nh?*3 — 0 requires an under-smoothed bandwidth choice (relative to the MSE-optimal hg). A
theory-based approach to circumvent this problem is to employ robust bias-corrected inference

[Calonico et al., 2014]. Specifically, the inference approach proceeds as follows:

1. Step 1. Construct the pth order local polynomial point estimator 7, using the associated
MSE-optimal bandwidth hg (or a rate-consistent bandwidth estimate thereof). This gives

an MSE-optimal treatment effect estimator 7.

2. Step 2. Construct the test statistic T using a gth order local polynomial point estimator
(both numerator and denominator), with ¢ > p + 1, and using the same bandwidth choice
as in Step 1. Then, Theorem 4 holds provided Assumption 1 holds with p replaced by q.
This gives a valid confidence interval estimator T(a), constructed with a MSE-optimal point

estimator and a robust bias-corrected t-statistic.
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The theoretical properties of robust bias-corrected inference are discussed in Calonico et al. [2018,
2022], while its excellent empirical performance have been documented in Hyytinen et al. [2018]
and De Magalhaes et al. [2025]. See also Calonico et al. [2020] for more discussion on bandwidth
selection in classical RD design settings. Our companion R software package rd2d [Cattaneo et al.,

2025b] implements MSE-optimal point estimation and robust bias-corrected inference.

5 Empirical Illustration

We apply the pre-aggregation and post-aggregation approaches to the empirical study conducted
by Londono-Vélez et al. [2020]. They examined the impact of “Ser Pilo Paga” (SPP), a Colombian
government subsidy designed to support post-secondary education. This anti-poverty initiative
offered tuition assistance to undergraduate college students pursuing four- or five-year degrees at
government-certified, high-quality higher education institutions. SPP eligibility combined merit
and economic need: students were required a high score on Colombia’s national standardized high
school exit exam, SABER 11, and must originate from economically disadvantaged families, as
indicated by the survey-based SISBEN wealth index. A deterministic rule with a fixed bivariate
cutoff governed eligibility: students needed a SABER 11 score in the top 9 percent or higher and
a household SISBEN index below a region-specific threshold. Formally, each student was assigned
a bivariate score X; = (SABER11;, SISBEN;) ", where X1; = SABER11; recorded the SABER11 score
and Xo; = SISBEN; recorded the SISBEN wealth score, and the treatment assignment boundary
is % = {(SABER11,SISBEN) : (SABER11, SISBEN) € {SABER11 > 0 and SISBEN = 0} U {SABER11 =
0 and SISBEN > 0}}, where variable was recentered at its corresponding cutoff. The outcome
variable is Y; = 1 if student i attended college or Y; = 0 otherwise. The dataset includes n = 363, 096
students from the 2014 cohort.

The causal parameter 7(b) captures the treatment effect of SPP on the probability of college
education for students at the margin of program eligibility, at position b € & on the assignment
boundary, as determined by their bivariate score X; = (SABERlli,SISBENZ-)—r € 9%. Cattaneo
et al. [2025a] already discussed estimation and inference of 7(x) for this application. Our main
contribution in this section is to present estimation and inference for aggregated treatment effects.

Table 1 presents empirical results for different bandwidth choices h € {5,10,15,20}. The first part
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of the table focuses on the pre-aggregation method in (2). The resulting treatment effect estimators
Tpre are fairly stable, ranging from 0.38 to 0.43, all highly statistically different from zero. The
second part of the table focuses on the post-aggregation method 7, which is implemented using 40
evenly-spaced grid points on 9% and with equal weighting (w(b;) =1/J for b; € &, j € {1,...,J},
and J = 40). The estimators are also stable across bandwidth choices, ranging from 0.28 to 0.30,

all highly statistically different from zero.

Method h  Estimate Z value p-value CI

5 03813  52.03  0.0000 (0.3669, 0.3957
Pre-aggregation 10 0.4062  72.67  0.0000 (0.3952, 0.4171
15 04191  85.62  0.0000 50.4095, 0.4287

(

(

20  0.4327 95.97  0.0000 (0.4239, 0.4416

) 0.2778 6.19 0.0000 (0.1748, 0.3370
15 0.2950 17.70 0.0000 (0.2601, 0.3248
20  0.3017 20.95 0.0000 (0.2636, 0.3180

Table 1: Aggregated Treatment Effect Estimates.

6 Conclusion

This paper established formal identification, estimation and inference results for two distinct ap-
proaches for estimating aggregated average treatment effects in boundary discontinuity designs.
These results elucidate the relative merits of each aggregation approach, providing practical guid-
ance for past and future applications of boundary discontinuity designs. General-purpose compan-

ion software is provided to facilitate the used of the methods in empirical work.
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